Abstract—Synthesis of reversible circuits finds application in many promising domains but has to deal with the fact that the underlying circuits require a unique mapping from the inputs to the outputs. Existing solutions addressed this problem by additionally performing a so-called embedding process prior to synthesis or by naively mapping building blocks of conventional logic to their corresponding reversible counterparts. This leads to solutions that either suffer from limited scalability or yield circuits with a huge number of additionally required circuit lines. In this work, we conduct investigations to overcome these problems. To this end, we simply ignore the fact that an arbitrary Boolean function to be synthesized might be non-reversible and deal with the resulting problem of ensuring a unique input/output mapping during the actual synthesis process. Experimental evaluations indicate that, following this approach, could provide the basis for an alternative synthesis scheme that allows for synthesizing arbitrary Boolean functions in reasonable time and without the need of a prior embedding process.

I. INTRODUCTION

Reversible circuits employ a computation paradigm in which only bijective functions are realized, i.e. functions that map each input pattern to a unique output pattern allowing for computations from the inputs to the outputs, but also vice versa. This paradigm is particularly suitable for the realization of certain parts of quantum circuits (see e.g. [13] for an overview on quantum circuits and e.g. [2], [14] for overviews on the utilization of reversible circuits in this domain) and received interest due to its promising characteristics with respect to power consumption (motivated by the theoretical considerations conducted by Landauer and Bennett in [8], [3] which recently have experimentally been validated in [4]). Besides that, reversible circuits recently found application in the design of on-chip interconnects [25], encoders [29], or verification [1].

However, synthesis of reversible circuits significantly differs from established design solutions available for conventional circuitry. Due to the required unique mapping, several issues such as the non-existence of fan-out, the requirement that all reversible circuits have to be composed as cascades of reversible gates, and particularly the necessity to realize an arbitrary (and, hence, potentially non-reversible) function in a reversible (i.e. bijective) fashion have to be addressed. In the past, numerous design solutions have been proposed which approach these problems from two different angles as summarized in Fig. 1.

The first scheme (sketched in the top of Fig. 1 and denoted Functional Synthesis), employs a two-stage approach: First, the (arbitrary) function to be realized is embedded into a reversible one; afterwards, synthesis solutions dedicated to reversible logic are applied to obtain a circuit. Both stages solve problems of significant complexity. More precisely:

- The Embedding Process [9], [24], [20], [28] adds further variables to the function (which leads to an exponential growth of the truth table) in order to distinguish non-unique output patterns. To this end, it has to be known how often the function to be realized maps to the same unique output pattern – requiring a consideration of all \(2^n\) possible mappings in the worst case [9].

Furthermore, the available degree of freedom for assigning additional variables cannot be exploited during synthesis, since the embedding process yields a fix reversible function.

- The Actual Synthesis realizes the embedded function and, by this, all resulting \(2^k\) input/output mappings in terms of a reversible circuit. To this end, various approaches ranging from exact solutions [6] to heuristic solutions e.g. based on truth-tables [16], [11], positive polarity Reed-Muller expansion [7], or Reed-Muller spectra [10] have been proposed. The exact ones are only capable of realizing functions with at most six primary inputs, while the heuristic solutions are capable of realizing functions with up to approx. 30 primary inputs. In order to improve this limited scalability, alternative synthesis approaches have recently been proposed that explicitly exploit efficient data-structures such as decision diagrams [19], [18]. But since all these solutions require an embedded function, they have to cope with the possibly huge overhead introduced by the embedding process.

The second scheme (sketched in the bottom of Fig. 1 and denoted Structural Synthesis), aims for directly synthesizing arbitrary Boolean functions. To this end, the function to be synthesized is represented using conventional descriptions such as Binary Decision Diagrams (BDDs, [22]), Exclusive Sum of Products (ESOP, [5]), or even gate netlists [27]. Afterwards, each building block such as a BDD node, a product/exclusive sum, or a primitive gate is mapped to a functionally equivalent cascade of reversible gates. Since all these building blocks are non-reversible, the equivalent cascade of reversible gates usually requires an additional circuit line (similar to the additional variables in the embedding process). Since, for larger functions, numerous such building blocks are mapped, this yields a number of additionally required lines which is magnitudes larger than the actual minimum (as e.g. evaluated in [24]).
In this work, we conduct investigations to overcome the drawbacks of both schemes. To this end, we simply apply a reversible circuit synthesis algorithm to the function to be synthesized without prior embedding. All problems which occur due to the existence of non-unique output patterns are then handled during the process whenever necessary. This way, problems by non-unique output patterns in particular and non-reversible functions in general are not covered prior to synthesis (as in functional synthesis) or simply ignored (as in structural synthesis), but handled when they matter most: during the synthesis itself.

Experimental evaluations show the promises of this approach. In fact, ignoring embedding and handling the resulting problems during the actual synthesis allows for synthesizing reversible circuits for arbitrary Boolean functions whose number of additionally required circuit lines substantially less than in circuits obtained by structural synthesis. Compared to functional synthesis, the proposed solution is capable of realizing reversible circuits for arbitrary Boolean functions with much more than 30 variables and with significantly lower costs.

The remainder of this work is structured as follows: Section II briefly reviews the applied notation for reversible and non-reversible functions as well as reversible circuits. The main ideas and concepts of the solution proposed in this work are described and illustrated in Section III. Afterwards, details of the resulting implementation are provided in Section IV. Finally, the obtained experimental results are summarized in Section V and the paper is concluded in Section VI.

II. BACKGROUND

To keep this paper self-contained, this section briefly recap the applied notation for reversible and non-reversible functions as well as the definition of reversible circuits.

A. Reversible and Non-Reversible Functions

A Boolean function $f : \mathbb{B}^n \rightarrow \mathbb{B}^n$ is called reversible if the mapping from inputs to outputs forms a bijection. Because of this one-to-one mapping, one can determine the input pattern for a given output pattern and vice versa. As this eventually describes a permutation of the input patterns, we can represent each reversible function as a permutation matrix.

Definition 1. Let $f : \mathbb{B}^n \rightarrow \mathbb{B}^n$ be a reversible function. A permutation matrix $M$ representing $f$ is a matrix of dimension $2^n \times 2^n$ in which each column (row) of the matrix represents one possible input pattern (output pattern) of $f$. The elements $m_{i,j}$, $0 \leq i, j < 2^n$ of the matrix $M$ are defined by

$$m_{i,j} = \begin{cases} 1 & \text{if } f(j) = i, \\ 0 & \text{otherwise} \end{cases}$$

Example 1. Consider the reversible function provided in terms of a truth table as shown in Table Ib. The functionally equivalent permutation matrix is provided in Fig. 3a.

In this work, we aim for realizing arbitrary (i.e. also non-reversible) functions. To this end, a function matrix representation is applied.

Definition 2. Let $f : \mathbb{B}^n \rightarrow \mathbb{B}^m$ be a non-reversible function. A function matrix $M$ representing $f$ is a matrix of dimension $2^n \times 2^k$ with $k = \max(n,m)$ in which each column (row) of the matrix represents one possible input pattern (output pattern) of $f$. The elements $m_{i,j}$, $0 \leq i, j < 2^n$ of the matrix $M$ are defined by

$$m_{i,j} = \begin{cases} 1 & \text{if } f(j) = i, \\ 0 & \text{otherwise} \end{cases}$$

Example 2. Consider the truth table of a half adder (i.e. a non-reversible function) shown in Table Ia. The functionally equivalent function matrix is provided in Fig. 5a.

Note that each row and each column of a permutation matrix (representing a reversible function), contains exactly one 1-entry (caused by the one-to-one mapping). In contrast, non-reversible functions might map several input patterns to the same output pattern. Hence, the corresponding function matrix might contain rows with multiple 1-entries.

B. Reversible Circuits

Reversible circuits differ from non-reversible ones, since direct feedback and fan-out are not allowed. Typically, they are formed by a cascade of reversible gates. In this paper, we focus on Toffoli gates, a universal type of reversible gates.

Definition 3. Let $X = \{x_1, \ldots, x_n\}$ be a set of circuit lines. Then, a reversible circuit is a cascade of reversible gates $g_1, g_2, \ldots, g_k$. A Toffoli gate $g_i = TOF(C_i, t_i)$ is a tuple composed of a set $C_i \subseteq \{x_1, \ldots, x_n\}$ of positive control lines and a single target line $t_i \in X$ with $C_i \cap \{t_i, \bar{t}_i\} = \emptyset$. The value of target line $t_i$ is inverted iff all positive (negative) control lines are assigned one (zero). No other values are affected by the gate.

In the following, Toffoli gates are considered which are supposed to explicitly invert the value of circuit lines for a given input assignment only. To this end, we introduce the term of a selector set.

Definition 4. Let $\alpha = \alpha_1 \ldots \alpha_n$ be an input assignment to the lines $x_1, \ldots, x_n$ of a reversible circuit. Then, the set of control lines $C(\alpha) = \{x_i \mid \alpha_i = 1\} \cup \{\bar{x}_i \mid \alpha_i = 0\}$ is the selector set of $\alpha$.

The costs of reversible gates are measured in terms of quantum costs [2], [12] that depend on the number of control lines, e.g. a Toffoli gate with zero or one control line has quantum cost of 1 and a Toffoli gate with two control lines has quantum cost of 5. In this work, we are applying the metric as introduced in [12].

Example 3. Fig. 2a shows a reversible circuit composed of 5 Toffoli gates which maps the input pattern 010 to the output pattern 101. This circuit has quantum cost of 9. For a given input assignment $\alpha = 011$, the selector set is $C = \{x_1, x_2, x_3\}$ i.e. a gate $g = (\{x_1, x_2, x_3\}, x_4)$ would invert the target line $x_4$ if the input $\alpha$ is applied.

III. PROPOSED APPROACH

In this section, we investigate an approach which aims for overcoming the drawbacks discussed in the Section I. The general idea is simple: Instead of conducting synthesis prior to synthesis, we propose to simply apply the reversible logic synthesis approaches (i.e. functional solutions summarized in the top of Fig. 1 which are suited for reversible functions only) directly to the non-reversible function to be synthesized and to deal with the problems caused by the non-reversibility during synthesis.

In order to properly describe this idea, we first briefly review the main concepts of two representative synthesis approaches. Afterwards, we discuss the problems which occur if these methods are applied to a non-reversible function (rather than a reversible one) and introduce the proposed solution to overcome those.
In line 3, gates $\text{TOF} \{\{x\}, z\}$ as well as $\text{TOF} \{\{y, z\}, x\}$ are needed to match the values of $x$ and $z$ (4th and 5th step). For the latter, two control lines are needed to keep the already traversed truth table lines unaltered. Afterwards, all input/output-mappings represent the identity and, hence, the synthesis process has been completed. The resulting circuit, composed of five gates, is shown in Fig. 2a.

QMDD-based synthesis relies on a matrix representation of the function to be synthesized. Also here, the main idea is to apply gates in order to transform the given function into the identity. From a matrix perspective, the function to be synthesized can thereby be split into four submatrices – one for each quadrant of the original matrix. Then, the identity matrix requires the second and third quadrant to be composed of 0-entries only. This can be achieved by applying Toffoli gates which accordingly swap the respective matrix columns. Recursively applying this scheme to all other submatrices eventually yields the identity matrix and, hence, the desired circuit. Again, an example illustrates the idea.

Example 5. Consider again the embedded function of a half adder as represented in Table Ib. Fig. 3a provides the corresponding permutation matrix representing the mapping from the inputs (columns) to the outputs (rows). First, this matrix shall be transformed so that the second and third quadrant is composed of 0-entries only. To this end, columns 010 and 110 must be swapped. This can be accomplished by adding a gate $\text{TOF} \{\{y, z\}, x\}$ (the value of $x$ is flipped when $y = 1$ and $z = 0$) yielding the matrix as shown in Fig. 3b. Afterwards, the same scheme is recursively applied to the first and fourth quadrant leading to a swap of columns 100 and 110 as well as 101 and 111. Both swaps are accomplished by a single gate: $\text{TOF} \{\{x, y\}, z\}$; cf. Fig. 3c. Another recursive application of the scheme leads to a swap of columns 010 and 011 as well as 100 and 101 (accomplished by $\text{TOF} \{\{x, y\}, z\}$ as well as $\text{TOF} \{\{y, z\}, x\}$; cf. Fig. 3d). Since the identity matrix has been derived by these swaps, the circuit shown in Fig. 2b realizes the given function.

Note that working on a permutation matrix (which is of exponential size with respect to the number of inputs/outputs) obviously is not efficient. Hence, the concept illustrated above has been implemented on top of so-called Quantum Multiple-valued Decision Diagrams (QMDDs, [15]), which provide an efficient representation for matrices.

### A. Representative Synthesis Approaches

We consider transformation-based synthesis as originally introduced in [11] and QMDD-based synthesis as introduced in [19] as representatives for reversible circuit synthesis approaches. The main idea of these approaches is to determine a sequence of reversible gates $g_1 g_2 \ldots g_k$ that transform the function to be synthesized $F$ to the identity function $I$. Since $F^{-1} \circ F = I$, reversing the order of the gate sequence to $g_k \ldots g_2 g_1$ realizes $F$. The function of a half adder (shown in Table Ia) serves as running example. As this obviously is a non-reversible function (the input patterns $01 \ldots 01$ and map to the same output pattern $01$), this function has to be embedded into a reversible one first (e.g. into the one shown in Table Ib; the desired function is highlighted in bold). This requires the addition of an ancillary variable which yields a constant input $\kappa$ (constant zero) and a garbage output $\gamma$. If $\kappa$ assumes constant zero, the desired half-adder function is employed while, in general, reversibility is ensured. After this embedding, both considered synthesis approaches become applicable.

*Transformation-based synthesis* relies on a truth table description of the function to be synthesized. The lines of the truth table are traversed and gates are applied until the output matches the input (i.e. until the identity of both is achieved). Gates are chosen such that already considered lines are not altered. Furthermore, gates are added starting at the output side of the circuit (this is, because output values are transformed until the identity is achieved). An example illustrates the idea:

Example 4. Table II illustrates the respective steps conducted by the transformation-based synthesis. The first column denotes the truth table lines, while the second and third column provides the function to be synthesized (from Table Ib). For brevity, the inputs $\kappa, \alpha$, and $b$ as well as the outputs $\gamma, c$, and $s$ are denoted by $x, y$, and $z$ respectively. The remaining columns provide the transformed output values for the respective steps.

The algorithm starts at truth table line 0. Since for this line the input is equal to the output (both are assigned to 000), no gate has to be applied. The same applies to truth table line 1. In contrast, to match the output with the input in the truth table line 2, the values for $z, y$, and $x$ must be inverted. To this end, three gates $\text{TOF} \{\{x\}, z\}$, $\text{TOF} \{\{x\}, y\}$, and $\text{TOF} \{\{y\}, x\}$ are added as depicted in Fig. 2a – yielding the transformed output patterns as shown in columns $1^{st}$, $2^{nd}$, and $3^{rd}$ of Table II, respectively (changed bits are highlighted in bold). Because each gate has a positive control line $x$ or $y$, this does not affect the previously considered truth table line.

### B. Applying Non-Reversible Functions

Both synthesis approaches reviewed above can only be applied to reversible functions and thus require a previous embedding process. In this work, we aim for investigating what happens if we ignore the embedding step and directly apply the reversible logic synthesis approach to the non-reversible function. Obviously, this was never intended and leads to serious problems during the synthesis process. We deal with these problems by modifying the function and restore the changes afterwards.

\[\text{Recall that already this embedding process is coNP-hard, task [20].}\]
More precisely, whenever a non-unique input/output mapping of \( f \) causes problems, we simply flip some of the \( m \) output bits in order to resolve the problem. As this alters the function to be synthesized \( (f) \) to \( f' \), all modifications have to be "buffered" and, after the original synthesis approach terminates, restored. To this end, for each output at position \( i \) \((1 \leq i \leq m)\), we introduce a new buffer line \( b_z \) which stores all input assignments for which the corresponding output bit has been flipped.

**Definition 5.** Let \( f : \mathbb{B}^n \rightarrow \mathbb{B}^m \) be an arbitrary function to be synthesized and let \( f' : \mathbb{B}^n \rightarrow \mathbb{B}^m \) be the function which results when conducting a modification as described above. Then, buffer lines \( b_z \), are created for \( 1 \leq i \leq m \) and initially set to 0. Moreover, for all input assignments \( \alpha \) for which an input/output mapping has been modified \((i.e. \text{for all input assignments } \alpha \text{ with } f(\alpha) \neq f'(\alpha) \text{ at bit position } i)\), a gate \( TOF(C(\alpha), x_i) \) is added setting the buffer line \( b_z \) to \( 1^4 \).

After the actual synthesis process, these buffer lines can be used to reverse the made modifications. For example, if in a function with three inputs/outputs \( xyz \) the mapping from input 010 has been changed from output 101 to output 100, then this modification is stored in a buffer line \( b_z \) (which was originally initialized to 0 but, in the considered case with the input assignment \( xyz = 010 \), set to 1 using the Toffoli gate \( TOF((x, y, z), b_z) \)). After the synthesis has been completed, a gate \( TOF(\{b_z\}, z) \) is applied, which flips the output \( z \) back to its intended value.

In the remainder of this section, we illustrate the application of this concept to the previously reviewed synthesis approaches. We start with the transformation-based approach:

**Example 6.** Consider again the non-reversible function as provided in Table 1a. Applying transformation-based synthesis to this function without embedding leads to the steps as summarized in Fig. 4a. More precisely, nothing has to be done for truth table line 0 and 1 as the inputs are already equal to the outputs. In contrast, the output pattern in line 2 requires to invert both, \( x \) and \( y \). But since line 1 and line 2 have the same output pattern (caused by the non-reversibility), any change applied to line 2 will also affect line 1. The original synthesis approach does not work anymore.

In order to resolve this issue, we modify the function such that the input pattern 10 maps to 11 rather than 01 – leading to the modified output as shown in the fourth column of Table 4a. To store this modification, buffer line \( b_z \) (initialized with 0) and the gate \( TOF(\{x, y\}, b_z) \) are added to the circuit as shown in Fig. 4b. Afterwards, synthesis can continue as usual: The value for \( y \) has to be inverted which can be accomplished by a gate \( TOF(\{x\}, y) \) \((1^{st} \text{ step in Fig. 4a and Fig. 4b})\). This already yields an input/output-mapping representing the identity and, hence, completes the synthesis. Finally, the modification has to be restored, i.e. \( x \) has to be inverted for input 10. As this respective case has previously been stored on buffer line \( b_z \), this can easily be accomplished by a gate \( TOF(\{b_z\}, x) \), as shown in Fig. 4b.

The same scheme can be applied to QMDD-based synthesis:

**Example 7.** Consider again the non-reversible function represented as function matrix as shown in Fig. 5a. Again, the goal is to perform transformations so that the second and third quadrant is composed of 0-entries only. However, this is not possible by swapping columns anymore. In order to resolve that issue, we modify the function. From a matrix perspective, this means vertically moving 1-entries from one row (here the row for output pattern 01) to another row which does not have a 1-entry yet (here the row for output pattern 11). This is basically the same as discussed before in Example 6 and, hence, requires a buffer line \( b_z \) (initialized with 0) and the gate \( TOF(\{x, y\}, b_z) \) – yielding the matrix as shown in Fig. 5b. Afterwards, synthesis can continue as usual: While the first quadrant already represents an equal input/output-mapping, the forth quadrant requires to swap column 10 and 11. This can be accomplished by adding a gate \( TOF(\{z\}, y) \) and completes synthesis. Finally, the modification is restored using the buffer line \( b_z \). This eventually results in the circuit shown in Fig. 4b.

Overall, we have shown that a realization of arbitrary Boolean functions \( f : \mathbb{B}^n \rightarrow \mathbb{B}^m \) can be obtained using reversible circuit synthesis approaches. Although additional circuit lines have to be added dynamically during synthesis for this purpose, their number is bounded by \( m \), since in worst case all of the \( m \) output bits have to be flipped. Therefore, at most \( m \) buffer lines (one for each output bit) are required.
IV. Resulting Implementation

The main concept introduced above can, in principle, be applied to all synthesis approaches for reversible circuits. But since QMDD-based synthesis already proved to be scalable (in contrast to transformation-based synthesis), we provide details on how to employ the proposed concepts for this scheme.

In a first step, the function to be synthesized is represented in terms of a function matrix (cf. Definition 2). Similar to permutation matrices, QMDDs can be applied to efficiently represent the corresponding structures even for large functions. Afterwards, synthesis is performed by swapping columns of the function matrix as illustrated in Section III-B until problems caused by the non-reversibility occur. Then, the function is modified by vertically moving 1-entries in the function matrix to a row which, thus far, is composed of 0-entries only. Of course, these modifications are buffered in respective buffer lines. Afterwards, synthesis and modification steps continue until an identity matrix results. Finally, the modifications are reverted using the buffer lines again.

More formally, synthesis of an arbitrary Boolean function given in terms of a function matrix

$$M = \begin{bmatrix} M_{00} & M_{01} \\ M_{10} & M_{11} \end{bmatrix}$$

is conducted as follows:

S1. [Swap columns] Move 1-entries from $M_{01}$ to $M_{00}$ by swapping columns of $M$ until either $M_{00}$ is a zero matrix or each column of $M_{00}$ contains a 1-entry. Since each column of $M$ contains exactly one 1-entry, this automatically moves 1-entries from $M_{10}$ to $M_{11}$ as well. Swapping columns $\alpha$ and $\beta$ (which differ in bit position $i$ only, i.e. have a Hamming distance of 1) is conducted by applying gate $TOF(C(\alpha)\{x_i\}, x_i, \{1\})$.

S2. [Vertical movement] If there are any 1-entries in $M_{01}$ (or $M_{10}$) left, then simply move them to $M_{11}$ (or $M_{00}$) by flipping the corresponding bit at position $i$ of the output. This modifies the function and has to be buffered. Therefore, moving the 1-entry of column (input) $\alpha$ from row (output) $y$ to $y'$ (by flipping the bit at position $i$) requires the buffer line $b_{x_i}$ and a gate $TOF(C(\alpha), b_{x_i})$.

S3. [Recursive application] After step 2, $M_{01}$ and $M_{10}$ are zero matrices and each column of $M_{00}$ and $M_{11}$ contains exactly one 1-entry, i.e. they are function matrices. Apply Algorithm S recursively to $M_{00}$ and $M_{11}$ to eventually obtain the identity matrix.

Restoring the original function is performed as post-synthesis step which is required to ensure a correct mapping from inputs to outputs, and is conducted by adding one Toffoli gate $TOF(\{b_{x_i}\}, x_i)$ for each buffer line $b_{x_i}$.

V. Experimental Evaluation

In this section, we present the results obtained by the approach described above and compare the measured performance to synthesis schemes considered thus far. To this end, the proposed method has been implemented in C++ on top of RevKit [17] – additionally using the BDD package CUDD [21] and the QMDD package made available in [15]. For comparison, we considered BDD-based synthesis [22], QMDD-based synthesis [19], and Ancilla-free synthesis [18]. Furthermore, we compared the number of additionally required circuit lines generated by the proposed approach to the actual minimum (provided in [28]). The numbers for QMDD-based and Ancilla-free synthesis methods have been taken from the corresponding papers. In contrast, results for the BDD-based synthesis have been newly constructed using the publicly available implementation from RevKit [17]. The corresponding benchmarks have been taken from RevLib [23]. All our experiments have been conducted on a 3.20 GHz Intel i5 processor with 8 GB of main memory running on Linux 4.2.

A. Additionally Required Circuit Lines

As discussed in Section I, the number of additionally required circuit lines is an important criterion in evaluating the performance of synthesis approaches for reversible circuits. While obtaining a circuit requiring a minimal number of additional circuit lines obviously is preferred, determining a corresponding embedding for this purpose is a coNP-hard and, hence, computationally expensive [20]. Accordingly, most proposed solutions that guarantee minimality are rather limited. The currently best known results in this regard have recently been published in [28]. Furthermore, an upper bound of $n + m$ lines is known [24]. In a first series of experiments, we compare the number of additionally needed circuit lines required by the approach proposed in this work to these numbers.

The columns denoted Lines in Table III provide the respective numbers, i.e. the minimal value as well as the value obtained by the upper bound (which is $n + m$). Note that knowing the minimal number of required circuit line does not necessarily imply that also an embedding has been determined yet. The number of circuit lines additionally required when applying the synthesis approach proposed in this work is provided in column Prop.

The results clearly show the efficiency of the proposed solution with respect to this metric. Although a minimal number of lines cannot be guaranteed (but are bounded by $n + m$; see Section III), not more than the minimum is required in the majority of the cases (in fact, this holds for 18 out of 31 cases). In many of the other cases just one more line than the minimum is required.

B. Comparison to Existing Synthesis Schemes

In a second series of evaluations, we compared the proposed synthesis approach to existing synthesis schemes. As reviewed in Section I and Fig. 1, two schemes got established in the past: Functional solutions (represented by QMDD-based synthesis [19] and Ancilla-free synthesis [18]), which rely on reversible functions only and structural solutions which rely on conventional functions or circuit descriptions and simply map them to reversible circuits (represented by BDD-based synthesis [22]). While the former relies on embedding and, hence, is not scalable, the latter yields circuits with a substantial number of additionally required circuit lines.

For all these synthesis approaches as well as for the proposed approach, the total number of required circuit lines (denoted by $l$), the resulting quantum costs (denoted by $QC$), as well as the run-time needed in order to generate the circuit (denoted by $t$ in CPU seconds) are provided in Table III.

The results clearly show the benefits of the proposed approach: It is scalable and faster by several orders of magnitude (in contrast to the functional solutions) and, at the same time, keeps the number of circuit lines moderate (in contrast to the structural solution). With respect to the quantum costs average improvements of 96.4% and 82.7% compared to the QMDD-based and Ancilla-free approaches are reported, respectively. Indeed, the BDD-based solution performs significantly better with respect to quantum costs, which can be explained by the enormous amount of additional circuit lines that allows for these costs reduction (also observed before in [26]) but eventually yields impractical circuits. Note that the amount of additional circuit lines is more critical, since each line has to be represented physically whereas the quantum cost is an abstract measure to quantify the complexity of the circuit.

Overall, these experimental evaluations confirm that the proposed approach is a promising alternative to previously considered synthesis schemes.
VI. CONCLUSIONS

In this work, we investigated how to overcome the problems of previously proposed solutions for reversible circuits. To this end, we skipped the embedding process (usually a necessity for synthesis of reversible circuits aiming for a small number of additionally required circuit lines) and, instead, dealt with the problem of ensuring a unique input/output mapping during the actual synthesis. Experimental evaluations showed the promises of this alternative direction. In fact, ignoring embedding and handling the resulting problems during the actual synthesis provides the basis for an alternative synthesis scheme that allows for synthesizing arbitrary Boolean functions in reasonable time and without the need of a prior embedding process. Future work includes hardening the findings of this work towards a fully-fledged implementation of this new scheme and further evaluations towards a better understanding of the benefits of this approach.
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